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ABSTRACT. In this paper we present a theoretical 
model based on neuroevolution for systems that work 
under real time constraints. The proposed model is to 
decide the needed time based on the given situation and 
accordingly the necessary action. The proposed system 
has four main stages, the first one is to decide the time 
constraints based on the given environment 
surroundings, the second stage is to distribute the 
time/cost to determine the importance (priority) of each 
behavior based on the decided time by stage one. Stage 
three  is to take the output of stage two to place an 
appropriate  controller order which finally applied to the 
forth stage to recognize the final action of the system. It 
is shown in general how the proposed system can be 
applied on a soccer robot example.      
Keywords: Neural networks, Genetic algorithms, 
Neuroevolution 
 
1 INTRODUCTION 

 
One of the interesting increasing research areas in the  
current years is the combination of genetic algorithms 
and neural networks. One of these combinations is the 
neuroevolutions. Neuroevolution is the artificial 
evolution of neural networks using genetic algorithms. 
Neuroevolution has proven very high capabilities in 
various applications and in reinforcement learning tasks 
[1-4,6-13].  In difficult real-world learning tasks such as 
controlling robots, playing games, or pursuing or 
evading an enemy, there are no direct targets that would 
specify correct actions for each situation. In such 
problems, optimal behavior must be learned by 
exploring different actions, and assigning credit for 
good decisions based on sparse reinforcement feedback.  
Comparing neuroevolution to the standard 
reinforcement learning, neuroevolution is often more 
robust against noisy and incomplete input, and allows 
continuous states and action naturally. Much of the 
research in neuroevolution is on control tasks such as  
pole balancing and mobile robot control 
[6][10][11][13]. Some other applications are related to 
industry controllers [2][9]. Many approaches for 
evolving recurrent neural network controllers have been 
tried [4][6][13]. These approaches are becoming widely 
used in the area of neuroevolution. The study of these 
approaches and their efficiency is beyond our research, 
but one of those approaches could be used in our 

proposed system in evolving neural networks. All these 
approaches use  the same genetic operators to evolve 
new nets but in different ways.  According to various 
experiments the method used effect seriously the final 
results of the developed system.   
In most of  the mobile robot experiments, robots are 
stable in the sense the absence of a control signal the 
robot will either stay in the current state or quickly 
converge to a nearby state. This makes the robot to 
mostly perform competently in the real world as long as 
its behavior is preserved qualitatively after transfer. This 
is not the case with many systems such as plants, 
aircraft and rockets that are inherently unstable. In such 
environments, the controller must continuously output a 
precise control signal to maintain system equilibrium 
and avoid failure. Therefore, controllers for unstable 
systems may be less amenable to techniques that have 
worked for transfer in robots. 
 
2 RESEARCH OBJECTIVES 
 
Designing controllers for various applications using 
neural networks or neuroevolution approaches have 
been explored (as mentioned above). These approaches 
have shown in general good performance. Because most 
of the controllers might work under the real time 
systems where the control action should be taken within 
time constraints, it is important to distribute the time 
limits among the controller inputs that affect its actions. 
The distribution of time occurs after deciding which 
input is more important than the other based on the 
current situation of the system. In all the previous 
related work, neural networks or neuroevolution worked 
as controllers neglected the time constrains.   Some 
systems that might need such kind of time distributor 
systems are: 
 
1. Robots that play soccer. At certain 
position(mostly), the robot has to know where to 
pass the ball very quickly (might not check all his 
surroundings), otherwise, one of his opponents 
might come and get the ball. 
2. Automatic pilot in cases of emergency. A very 
fast response is required based on the situation or 
the plane might get crashed. 
3. Games where players should do some action or 
otherwise destroyed by other player.  



 
Another version of the same time distribution for 
controllers is the cost distributors. Cost distributors can 
be used in economic and commercial applications. It 
can also be used in information retrieval based on speed, 
memory and the size of the databases. 
Deciding the necessary time (changeable) to perform 
the action which is changeable in real time applications, 
is one of the very challenging  and not yet tackled 
problems. This problem is difficult to solve using neural 
networks alone because in many different situations the 
time needed and the action to be taken is changeable 
(very difficult to give examples), hence generalization is 
difficult. Genetic algorithms proved to be very efficient  
in optimization specially in difficult problems. In this 
paper we try to touch the problem posed in this research 
by presenting only  a proposed general neuroevolution 
based system with which we try to put the points in the 
right directions and open a new research avenues to the 
researchers. 
 
3  THE PROPOSED SYSTEM 

 
The proposed system is a cycle consisting  a sequence 
of operations. Each operation has a specific function. 
Figure 1 depicts the proposed system outline. The 
system consists of four main operations, Time /Cost 
Limit Decider (T/CLD), Time/Cost Distributor (T/CD), 
The controller, and the Industry or the system to be 
controlled. Below we shall explain each stage in details: 
 
1. T/CLD : This is the first stage in the process, where 
the time/cost limit is decided based on the current status 
of the system (the current status of the environment). 
The input of the neural net is the environment inputs 
where the output is the decided time/cost. The net 
structure is almost n inputs to 1 output (we shall refer to 
such a structure with (n-1). This net can be developed 
based on backpropagation algorithm because enough 
examples can be provided. In many cases this net is not 
considered if the decided time/cost is provided.  
2. T/CD : It is to decide the level of importance of the 
inputs of the controller. The output of T/CLD is the 
input of T/CD and the output of T/CD is the inputs for  
the controller but with consideration to their priority 
(importance). This net can be constructed using  
 
 
 
 
 
 
 
 
 
 
 
 
 

neuroevolution and the fitness value can be computed 
based on the comparison of the results obtained by our 
evolved net and the real results. The structure of the net 
is 1-n. 
3. The controller : This can be implemented using 
neuroevolution approach or neural network using 
backpropagation (because we can provide examples). 
The inputs of the controller are the output of T/CD and 
its output is a set of possible actions and  one or more 
actions (orders) will be considered. The net structure is 
n-m.   
4. The System to be controlled: The net here plays a 
simulation role to the industry or the system to be 
controlled. The inputs of the simulation net comes from 
the output of the controller (not all) where the actions 
are the system’s behavior based on   the controller 
results. 
 
4   THE SOCCER ROBOT EXAMPLE 
 
In this section we shall show how the steps of the 
proposed system can be  
Implemented on a soccer robot example. Soccer robot 
example is a robot which plays soccer with other robots, 
the robot should work quickly to move towards the ball 
to kick it before any other robot comes and kicks it. The 
kicking could be passing the ball to a partner or to score 
a goal. This example is chosen  because real time 
behavior is significant. Below we shall explain  in a 
brief description what is the inputs and outputs for each 
stage(neural net) in the proposed system. 
1. T/CLD : The inputs for the neural net is the current 

state of the whole system’s environment in regard to 
our robot which holds the ball, and the output is the 
time limits in which the action of the system  should 
be taken. Figure 2 shows the T/CLD neural network 
for the robot example. 

From Figure 2 we notice that in the input layer we have 
the current position of the robot holding the ball and all 
the surrounding positions (could be opponents or 
partners). The positions can be expressed as certain 
areas. The opponent can have 0 value, and 1 is the value 
for the partner. –1, a value that indicates an open area 
(no partner or opponent). 
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         FIGURE 1. THE OUTLINE OF THE PROPOSED TIME/COST SYSTEM 



2. T/CD : The T/CD in the case of soccer robot is a time 
distributor. The distributor is to decide the level of 
importance of the inputs of the controller. The input 
in T/CD neural network is the time limit obtained by 
T/CLD. Figure 3 shows the neural net of T/CD. It is 
to be noticed that the time  needed for each operation 
for the robot such as look ahead, look left, look right, 
or look by some angle is known. According to the 
descending order of the output values which are 
above the threshold value, we specify the order of the 
operations. The operations to be performed within 
time limits by the controller is given value 1 and 0 for 
those which are not to be performed. To make the 
idea clear, let us consider the following example:   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Assume we have 4 output operations and the output 
values for the operations are (expressed as operation 
number :output value) 
Op1:0.5      Op2:0.7    Op3:0.6     Op4:0.8 
We assume further that the time limits is 0.8, and the 
time for the operations as below(expressed as 
operation-time needed) 
Op1-0.2     Op2-0.6    Op3-0.4     Op4-0.3 
Based on the output values, the order of the importance 
of the operations is Op4, Op2, Op3 and Op1 
respectively. This means that the system should do the 
operations Op4 and Op3 because the sum time is less 
than 0.8. Op2 is neglected despite it is the second in the 
importance of the operations because the summation of  
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FIGURE 2. T/CLD NEURAL NETWORK BASED ON THE CURRENT STATUS OF THE ROBOT
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 FIGURE 3. THE NEURAL NET OF T/CD OF THE SOCCER ROBOT . THIS IS 1-n NETWORK 



Op4 plus Op2 is more than 0.8. This means the values 
for the controller inputs would be 0,0,1,1 for Op1, 
Op2,Op3 and Op4 respectively. 
It is to be clear that for each time limit, we shall have 
several neural nets from which we finally choose the 
best. We finally will have one net for each time limit. In 
cases where time limit is not previously tested, the 
closest one can be chosen. 
Genetic operators such as crossover and mutation are 
applied within        each set corresponding to the same 
time limit. One simple crossover is exchanging weights 
between the nets and mutation is increasing or 
decreasing some weights chosen at random.   
It is to be noted that as mentioned in section 3, if the 
time limit is provided, the T/CLD neural network will 
be neglected and the inputs of the supposed T/CLD plus 
time limits will be the  inputs of the neural network of 
the T/CD. Figure 4 shows T/CD neural network in case 
T/CLD neural network is neglected.  
3. The Controller : The input of the controller are the 

outputs of T/CD and its output is the set of possible 
actions. One or more inputs can be effective and that 
depends on the T/CD but only one output will be 
activated in our robot example which might be more  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

than one in other applications. Figure 5 shows the 
neural net for the soccer robot. The actions obtained 
by the controller are the orders to correct/treat the 
current status in favor of our robot. Some of these 
orders might be as move left, pass the ball to your left 
partner or give back the ball to the goal keeper. 

4. The System: This is a simple neural network not in 
its structure but in its behavior. The inputs of this net 
is the controller orders and the output are the real 
action of the chosen order. In our robot soccer one 
action is taken at a time which is a real interpretation 
of the controller order. The system simulation 
network is given in Figure 6. We notice that the 
inputs are orders and the outputs are actions in which 
if any is chosen the robot ‘s situation and the 
surrounding situations might change, hence another 
cycle is needed for a new situation. 

It is to be noted that it is not necessary to have 
controller orders mimic the actions and the difference is 
only the act itself. It is also in many applications the 
number of inputs is not related at all to the number of 
actions which means we may have a n-m  simulation 
neural network. 
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FIGURE 4. THE NEURAL NET OF T/CD WHEN T/CLD NEURAL NETWORK IS The  NOT NEEDED. 
THIS IS n-m NETWORK.  
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This makes the simulation important and which might 
not appear here in our soccer robot example (except the 
act),but still the proposed system keeps the generality 
regardless of the application.    
 
5      CONCLUSIONS  
 
In this paper we presented and discussed a  theoretical 
system that takes care of distributing time/cost on the 
related sensors to allow a real time system to respond 
on the bases of time constraints. Before distributing the 
time, the proposed system should know first the priority 
of each sensor so it can use the most important ones to 
give the  proper results. This proposed system is based 
on learning process using neural networks and 
neuroevolution. Neuroevolution is used here in the 
TC/D which is the stage in the developed system that 
scales and finds out the importance and priority of each 
sensor. The reason behind using neuroevolution in this 
stage is the inability to perform this task with only 
neural networks or genetic algorithms. In complex 
systems, this stage is very difficult because no 
generality can be generated, moreover, the number of 
possible control cases could be too much. Fitness 
function of genetic operators plays here a significant 
role to direct the neuroevolution process. Various 
applications can get advantage of implementing such 
kind of our proposed system, these applications might 
be related to games, robot control, industry control and 
automatic pilot. Another direction of such systems 
applications could be in commerce, economy or 
information retrieval. This research is the first stage of a 
long project that should lead to systems that can tackle 
real time systems with considerations to time limits 
based on the surrounding system situation. Some of the 
future directions would be 1. Exploring other possible 
approaches to solve such kind of problems 2. 
Implementing the proposed system and apply it on 
various real life applications. 3. Developing a 
comparative study for the proposed system in stages 
where neural network or neuroevolution can be used.    
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          FIGURE 6. THE ROBOT ACTION BASED ON THE CONTROLLER ORDERS.  
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